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Climate model simulations predicted increases in 
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extremes roughly 25 years ago Climate Dynamics (1992) 8 : 83-102 
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Abstract. In this study we present rainfall results from 
equilibrium 1 ×- and 2×CO2 experiments with the 
CSIRO 4-level general circulation model. The 1 × CO2 
results are discussed in relation to observed climate. Dis- 
cussion of the 2 x CO2 results focuses upon changes in 
convective and non-convective rainfall as simulated in 
the model, and the consequences these changes have for 
simulated daily rainfall intensity and the frequency of 
heavy rainfall events. In doing this analysis, we recog- 
nize the significant shortcomings of GCM simulations 
of precipitation processes. However, because of the po- 
tential significance of any changes in heavy rainfall 
events as a result of the enhanced greenhouse effect, we 
believe a first examination of relevant GCM rainfall re- 
sults is warranted. Generally, the model results show a 
marked increase in rainfall originating from penetrative 
convection and, in the mid-latitudes, a decline in large- 
scale (non-convective) rainfall. It is argued that these 
changes in rainfall type are a consequence of the in- 
creased moisture holding capacity of the warmer atmo- 
sphere simulated for 2xCO2 conditions. Related to 
changes in rainfall type, rainfall intensity (rain per rain 
day) increases in the model for most regions of the 
globe. Increases extend even to regions where total rain- 
fall decreases. Indeed, the greater intensity of daily rain- 
fall is a much clearer response of the model to increased 
greenhouse gases than the changes in total rainfall. We 
also find a decrease in the number of rainy days in the 
middle latitudes of both the Northern and Southern 
Hemispheres. To further elucidate these results daily 
rainfall frequency distributions are examined globally 
and for four selected regions of interest. In alI regions 
the frequency of high rainfall events increases, and the 
return period of such events decreases markedly. If real- 
istic, the findings have potentially serious practical im- 
plications in terms of an increased frequency and severi- 
ty of floods in most regions. However, we discuss var- 
ious important sources of uncertainty in the results pre- 
sented, and indicate the need for rainfall intensity re- 
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sults to be examined in enhanced greenhouse experi- 
ments with other GCMs. 

Introduction 

In most cases results reported from general circulation 
modelling experiments run to assess the impact of the 
enhanced greenhouse effect have focused on changes in 
annual or seasonal average surface temperatures, and 
total rainfall amounts or soil moisture (e.g. Wilson and 
Mitchell 1987a; Schlesinger and Mitchell 1987; Hough- 
ton et al. 1990). However, it is likely that many of the 
most important impacts will arise from changes in the 
magnitude and frequency of extreme events (Parry and 
Carter 1985; Wigley 1985; Mearns et al. 1984). In parti- 
cular, changes in rainfall extremes have received very 
limited attention to date as reflected in the very brief 
coverage this topic was given in the IPCC Scientific As- 
sessment of Climate Change (Houghton et al. 1990, p 
153). In this study we examine possible changes in the 
frequency and intensity of heavy rainfall events in re- 
sponse to the enhanced greenhouse effect. We begin by 
reviewing relevant physical arguments and the limited 
evidence from relevant GCM experiments published to 
date. In the body of the study we analyze the daily rain- 
fall results of the CSIRO 4-level GCM run in equili- 
brium 1 x CO2 and 2 x CO2 experiments. 

There are strong physical arguments as to why rain- 
fall intensity would be expected to increase with global 
warming. It is evident from satellite observations that 
the amount of precipitable water in a vertical column 
over the oceans increases in a nonlinear fashion with sea 
surface temperature (SST) (Stephens 1990). The ob- 
served increase (see Fig. 1) roughly follows that expected 
by theory; for example, an increase in SST from 20°C 
to 23 ° C corresponds to an increase in precipitable water 
of approximately 25°7o. This suggests that, for a given 
increase in SST, a parcel of air over the ocean, uplifted 
to a height above which it becomes saturated, will preci- 
pitate water at a rate which increases at least in propor- 
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Observations have since confirmed an increase in 
intensity of precipitation extremes with global warming

Sensitivity (%) of annual maximum daily precipitation per °C warming of surface 
temperature at that latitude over 1901-2010 (records > 30 years)

O’Gorman, Curr. Clim. Chang. Reports, 2015

extremes (“Duration of Precipitation Extremes”). The primary
focus is on the physical factors that control the intensity of
precipitation extremes in different climates. Open questions
are discussed throughout and in the “Conclusions and Open
Questions” section.

Observed Changes in Precipitation Extremes

Records of precipitation that are sufficient to detect long-term
trends in extremes are primarily from rain gauges over land.
Over the available record, there are regions with both increasing
and decreasing trends in precipitation extremes [1, 28], as might
be expected given large internal variability [25], but the grid
boxes or stations with significant increasing trends outnumber
those with significant decreasing trends [23, 91•].
Anthropogenic forcing has been shown to have contributed to
the intensification of precipitation extremes over northern hemi-
sphere land [53••, 95]. Assessments have also been made of the
effect of anthropogenic forcing on the probability of specific
extreme precipitation or flooding events using ensembles of
climate-model simulations [32, 63, 64•].

One approach that reduces the influence of unforced vari-
ability while still distinguishing large-scale variations is to
analyze the sensitivity of precipitation extremes averaged over
all stations or grid boxes in a latitude band [6, 91•]. Figure 1a
shows an example of this type of analysis in which annual-
maximum daily precipitation rates over land from the
HadEX2-gridded dataset [23] have been regressed over the
period 1901 to 2010 against temperature anomalies from
NOAA’s Merged Land-Ocean Surface Temperature Analysis
(MLOST) [80]. The precipitation rates are over land only, but
precipitation extremes do not necessarily scale with the local
land mean temperature because of advection of water vapor
from over the ocean such as in atmospheric rivers [21, 46], and
the temperatures used here are over both land and ocean. For
each grid box with at least 30 years of data, the annual-
maximum daily precipitation rates are regressed against the
global-mean surface temperature anomalies using the Theil-
Sen estimator, and the regression coefficient is divided by the
mean of the annual-maximum daily precipitation rate at the
grid box to give a sensitivity that is expressed in units of
percent per kelvin. The median of the sensitivities is then
calculated for all grid boxes in 15° latitude bands.1 The
resulting sensitivity is positive for most latitude bands, the
90 % confidence interval is above zero for all latitude bands

in the northern hemisphere, and the global sensitivity (averag-
ing over latitude bands with area weighting) is 8 % K−1 with a
90 % confidence interval of 5 to 10 % K−1. These results,
similar to those obtained previously [6, 91•], provide evidence
for an intensification of annual-maximum daily precipitation
as the global-mean temperature has risen over the last century
and at a rate that is roughly consistent with what might be
expected from theory. However, the meridional structure of
the sensitivities within the tropics is sensitive to the details of
the analysis (cf. [6, 91•]).

Extratropical precipitation extremes at a given latitude oc-
cur when the atmosphere is warmer than average and are more
closely tied to mean temperatures somewhat further equator-
ward [21, 61•, 62]. However, they are still expected to respond
primarily to changes in mean temperatures in the extratropics
rather than the tropics, and recent warming has been greater in
the northern extratropics than the tropics. The sensitivities
shown in Fig. 1a are based on global-mean surface tempera-
ture and do not account for the variation in warming with
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Fig 1 Sensitivities of observed annual-maximum daily precipitation over
land (solid lines with circles; dotted lines show the 90 % confidence
interval) in 15° latitude bands relative to a global-mean surface
temperature or b mean surface temperature over the 15° latitude band.
Precipitation is from HadEX2, sensitivities are calculated for grid boxes
with at least 30 annual values, and the median sensitivity is plotted for
each 15° latitude band. Temperatures are over land and ocean from
NOAA MLOST, and for b the temperature time series were smoothed
with a 9-year running-mean filter

1 The circles in Fig. 1 are plotted at the midpoints of the latitude bands.
There are relatively few grid boxes for some latitude bands, and higher-
latitude bands with little data are excluded. Uncertainty is estimated by
bootstrapping the years used at each grid box (1000 bootstrap samples are
generated) and then calculating a 90% confidence interval for the median
sensitivity in each latitude band (or averaged over several latitude bands).
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1 The circles in Fig. 1 are plotted at the midpoints of the latitude bands.
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latitude bands with little data are excluded. Uncertainty is estimated by
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At the regional level: more stations show increases 
than decreases

Westra et al, J. Climate, 2013

Relationship of extreme daily precipitation
 to global-mean surface temperature

 (records >30 years over 1900-2009;
nonstationary extreme value analysis)

Solid blue: positive
Solid red: negative

Open: no relationship
Solid gray: too short

Another feature of this plot is that, although the
number of stations with increasing trends outnumber
the stations with decreasing trends, it is difficult to iso-
late a clear geographic pattern associated with the in-
creases [see alsoMin et al. (2011)]. For example, visually
inspecting the landmass covered by Russia, Mongolia,
China, and India, the stations with increases and de-
creases appear to be randomly distributed over the do-
main. Similar conclusions appear to hold for South
America and Australia, except in the latter case, where
there are a larger number of stations with decreasing
trends relative to stations with increasing trends. These
results are consistent with what is expected under an
enhanced greenhouse gas climate, with Kharin et al.
(2007) anticipating an intensification of precipitation
extremes in most regions, except in areas of downwel-
ling atmospheric circulation in the subtropics.
Examining the magnified plot of North America

(Fig. 6), it is again difficult to discern visually any clear
spatial pattern. Similar results are also apparent for
Europe (Fig. 7), although for this continent a larger
degree of spatial clustering can be observed that might
be related to the high station density in this region.
This is particularly evident for the region around the
Netherlands, Belgium, western Germany, and south-
ern Scandinavia, where the gauging density is highest.
Finally, the magnified plot of southern Africa (Fig. 8)
shows that the stations with significant decreases only
occur in the eastern half of the country, although based
on visual inspection, it is difficult to infer whether
this pattern is from sampling variability or a coherent
signal.

2) A SIGNIFICANT RELATIONSHIP WITH GLOBAL

MEAN NEAR-SURFACE TEMPERATURE?

It was discussed in the previous section that of all the
stations analyzed, more than 4 times the number of
stations showed significant positive associations with
global mean near-surface temperature anomalies com-
pared with significant negative associations. Can this
result be attributed to random variability under the null
hypothesis that the extremes from one year to the next
are independently distributed, or does this result in-
dicate there may be a significant positive association
with global temperature in the data?
We resample the global precipitation data 1000 times

to generate a distribution of the fraction of stations
showing statistically significant positive and negative

FIG. 5. Plot of the outcome of the nonstationary generalized extreme value analysis for each of 8326 stations that
met specified selection criteria (see text). Solid blue (red) dots indicate a statistically significant positive (negative)
relationship with the global mean near-surface temperature anomaly series at the 5% (two sided) significance level,
while open black dots indicate no statistically significant relationship. Solid gray dots indicate that the series was too
short for inclusion in the analysis.

FIG. 6. As in Fig. 5, but for North America.

1 JUNE 2013 WESTRA ET AL . 3911



Projections over 21st century show further increases 
in intensity except over subtropical oceans

Pfahl, O'Gorman, Fischer, N. Clim. Chang., 2017
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Figure 1 | Present-day precipitation extremes and scaling. a,b, Multi-model mean annual maximum precipitation Rx1day (in mm d�1) (a) and precipitation
extremes scaling (equation (1), in mm d�1) (b), both averaged over the period 1981–2000.

Change in annual maximum precipitation (Rx1day)a

Di�erence between scaling and Rx1day changes

−15 −12 −9 −6 −3

(% K−1)
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Change in scalingb

c

Figure 2 | Forced changes in precipitation extremes and scaling. a,b, Multi-model mean fractional changes in annual maximum precipitation Rx1day (a)
and precipitation extremes scaling (b) per K global warming (in % K�1) derived from a linear regression for the period 1950–2100. Stippling indicates that
at least 80% of the models agree on the sign of change. A robust increase in Rx1day is found for 82% of the global land areas, and models do not agree on
the sign of the change for the remaining 18%. c, Di�erence between fractional changes in the scaling and Rx1day.

precipitation e�ciency factor into account. The agreement between
spatial patterns of simulated Rx1day and scaling is also very good
for individual models (spatial correlation > 0.94 in all models), and
when considering seasonal instead of annual precipitation maxima
(Supplementary Fig. 2).

To investigate simulated changes in heavy precipitation using the
scaling diagnostic, we first quantify the multi-model mean forced
change of Rx1day over the period 1950–2100 through a linear
regression of Rx1day against global mean temperature (Fig. 2a).
Consistent with previous studies12,17, precipitation extremes are

2
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Increase in water vapor tends to increase precipitation 
extremes everywhere, but modulated by changes in winds

Contribution from 
changes in winds (updrafts)

Change in precipitation 
extremes intensity

% per °C
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Weaker increase in precipitation extremes in Northern 
Summer over land (due to wind changes - reliable?)

Contribution from 
changes in winds

Change in precipitation 
extremes intensity in June-July-August

% per °C
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Uncertainty in projected changes in precipitation 
extremes is largest in tropics 

Standard deviation across models of the 
sensitivity of precipitation extremes to 
temperature (%/°C)

% per °C



What about changes in the duration of extreme 
precipitation events?



Kao and Ganguly, JGR, 2010

Intensity curves shift upwards with warming by constant 
amount on a log scale: 

suggests little change in temporal behavior

regional scales, specifically, North America and Europe.
While IDF curves could be developed for any region or
locale of interest, the relatively low resolutions of extreme
precipitation processes within global climate models and the
corresponding increase in uncertainty of model‐based pre-
cipitation extremes projections at higher resolutions limit the

credibility of local or even regional IDF curves. Improving
the credibility of higher resolution IDF curves may be pos-
sible through higher resolution global climate models, and/or
through dynamical or statistical downscaling of the global
model outputs and/or through improved understanding of
extreme precipitation processes. However, the ability of

Figure 11. Intensity‐Duration‐Frequency (IDF) curves of precipitation extremes for various frequencies
and durations.

Figure 12. (a and b) Intensity‐Duration‐Frequency (IDF) curves for precipitation extremes from climate
models and reanalysis data sets. (c and d) IDF curves of precipitation extremes for North America and
Europe.

KAO AND GANGULY: PRECIPITATION EXTREMES AND GLOBAL WARMING D16119D16119
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Dwyer & O’Gorman, GRL, submitted

Change in duration under RCP8.5 scenario 
(2080-2099 minus 1980-1999) for winter 
midlatitude precipitation extremes (99.9th 
percentile of 3-hourly precipitation)

Confidential manuscript submitted to Geophysical Research Letters

The advective time scale, calculated with the zonal length of events, the absolute value163

of the time-mean zonal wind at 600 hPa, and U0 = 5 m s�1, is shown in Figure 2b. The ad-164

vective time scale has a similar spatial structure to the duration, although it is somewhat shorter165

than the duration equatorward of 50� and longer at higher latitudes. The specific choices of166

U0 and the pressure level for the zonal wind are physically reasonable and give a good over-167

all match of the advective time scale to the duration; different choices would affect the mag-168

nitude of the advective time scale, but have a smaller effect on the spatial pattern.169

The advective time scale has many spatial features in common with the zonal wind shown170

in Figure 2c. In particular, zonal wind maxima correspond to advective time scale minima. The171

zonal length of precipitation extremes in Figure 2d does not exhibit a clear land-ocean con-172

trast and has as much longitudinal variability as latitudinal variability.173

Figure 3a shows that the duration averaged over 30�–70� correlates well across mod-174

els with the spatially-averaged advective time scale, with a correlation coefficient of r = 0.85.175

However, the slope of the least-squares regression line is considerably smaller than one, which176

indicates that processes other than zonal advection are also important for the duration and that177

these other processes are not fully represented by the constant offset U0. Changing the steer-178

ing level or U0 used to calculate the advective time scale does not greatly change the corre-179

lation coefficient but does alter the slope (a larger value of U0 gives a slope closer to one but180

does not greatly change the y-intercept). For a lower intensity threshold of the 99th percentile,181

the correlation coefficient is higher at r = 0.96 and the slope is also higher (Figure S4a).182

Figure 3. Scatter plot of the duration of precipitation extremes and the advective time scale averaged
between 30�–70� latitude in each hemisphere’s extended winter season for different CMIP5 models over
1980–1999 in the historical simulations (a) and the difference in each quantity between 2080–2099 in the
RCP8.5 simulations and 1980–1999 in the historical simulations (b). NH extended winter is in blue, SH ex-
tended winter is in red, and different CMIP5 models are indicated with different marker shapes. Solid lines
are the least-squares regression relationships. Correlation coefficients and regression slopes are given in each
panel. Units are hours. Dashed lines in (b) indicate zero values.
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Modest decrease in duration of extreme precipitation events
linked to changes in westerly winds

(1%/°C decrease in duration versus 6%/°C increase in intensity)



Summertime rainfall extremes over Wales and England; Chan et al, ERL, 2016

Similarly, little change in duration of extreme rainfall events 
in model that resolve atmospheric convection

1 h (60 min) rainfall are also presented at the native
1.5 km resolution. This serves not only as a compar-
ison with the 10 min rainfall projections (temporal
scale dependence) but also with previous 12 km results
[20] to assess the sensitivity to spatial averaging (spatial
scale dependence). Unlike 10 min rainfall, the 1 h
return levels are estimated using a threshold of 95th
percentile of all values above -0.1 mm h 1 following
previous work [20]. The change of wet threshold for

the 1 h datameans a different number of wet values are
used to estimate the extreme threshold. Given the
different spatial and temporal scales that we use
here and in previous work [20, 27], it is difficult to use
a consistent choice of threshold. We note that the 1 h
data is declustered [21]. Hence, only independent 1 h
maximum values are selected for extreme value
analysis as required by extreme value analysis [19, 21].
The 10 yr return levels, z(10), are shown in figure 3

Figure 2. Spatially averaged composites of (a) 10 min total (P(t)), (b) accumulation of (a) since t−300 (ò- ( )* *P t td
t

300
) and (c)

accumulation normalised by grand total (ò ò- -
( ) ( )* * * *P t t P t td d

t

300 300

300
) for events with peak intensity exceeding 99.0th percentile

of 10 min ‘wet values’. Bymodel output configuration, the intensity recorded at t is the accumulation between t and t+10.Hence, (a)
P(t) is plotted at t+5. The (b) total accumulation up to t is plotted at t+10. As t=5 is the ‘real’ centre of the profile, it ismarked
with a black solid vertical line.We take the spatialmedian (solid line) of all local composite profiles and IQR (upper quartile: dashes;
lower quartile—dashes and dots) from each grid point. Red and blue lines are for the present- and future-climate simulations
respectively. The number ofminutes (multiples of 10s) that the upper-quartile (‘ub’), median (‘c’), and lower-quartile (‘lb’)profiles
remain over the 0.05 mm/10 min ‘wet’ threshold is given in below panel (a).
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Figure 2. The 99.99th percentile of the instantaneous precipitation rate (inst) and precipitation rate averaged over 1 h,
3 h, and 6 h in simulations with (a) Lin-hail, (b) Lin-graupel, and (c) Thompson microphysics schemes (black). Gray lines
are contours proportional to the surface saturation specific humidity with each successive line corresponding to a factor
of 2 increase.

In the following sections we seek to understand which aspects of the different microphysics schemes lead
to the differences in the scaling of precipitation extremes and the deviations from CC scaling documented
above. While accumulated precipitation rates also vary across the microphysics schemes considered, we
focus on instantaneous precipitation extremes because they are simpler to analyze.

4. Scaling of Condensation Extremes

We first consider extremes of the instantaneous column net-condensation rate, which we define as the
vertical integral over the column of the net microphysical sink of water vapor at a given time step. In
contrast to the scaling of instantaneous precipitation extremes, net-condensation extremes roughly follow
CC scaling at all temperatures (Figure 3a) as well as across the three microphysics schemes (Figure S2). The
roughly CC scaling of net-condensation extremes occurs despite the peak vertical velocity conditioned on
net-condensation extremes increasing substantially with warming (Figure S3). As explained byMuller et al.
[2011] and discussed in detail in section S2, the net-condensation rate is particularly sensitive to the verti-
cal velocity at low levels. In our simulations, the vertical velocity conditioned on net-condensation extremes
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Figure 3. The 99.99th percentile of instantaneous (a) column net-condensation rate and (b) surface precipitation rate
as a function of the mean temperature of the lowest model level (Ts). Black lines correspond to Lin-hail simulations and
colored lines correspond to altered Lin-hail simulations in which the fall speeds of all hydrometeors are set to constant
values of 1 (blue), 2 (cyan), 4 (green), and 8 (maroon) m s−1. Marker colors in Figure 3b correspond to the effective fall
speed (vf ) of hydrometeors in the Lin-hail simulations (see text). Thin gray lines are contours proportional to the surface
saturation specific humidity, with each successive line corresponding to a factor of 2 increase.
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Cloud-resolving simulations from Singh & O’Gorman, GRL, 2015

Caution 1: cloud microphysics important for subdaily 
precipitation extremes below 22°C (72F) 

(and not well represented even in high-resolution models)

Microphysics scheme 1 Microphysics scheme 2
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Caution 1: cloud microphysics important for subdaily 
precipitation extremes below 22°C (72F) 

(and not well represented even in high-resolution models)

Microphysics scheme 1 Microphysics scheme 2



Haerter et al, JGR, 2010

Caution 2: 
Studies of precipitation statistics versus temperature in 

present-day climate find reduced duration with warming…

where pevent is the accumulated event precipitation. Note
that small deviations from the clean 1/Dt occur, possibly
because of the occurrence of additional precipitation events
(separated by dry periods) or less frequent extended events.
The transition between an exponential behavior and the
power law behavior occurs at smaller Dt for higher T. This is
due to the shorter duration of events at higher T (Figure 4b).
[20] By extrapolating the exponential fit

IðDt; T ; !Þ # I instðT ; !Þ exp ½%cðT ; !ÞDt&

to instantaneous time periods (Dt → 0), we are able to
construct the probability distribution of instantaneous pre-
cipitation intensity I inst(T, g) (not shown). The result is
similar to Figure 2a with only a small overall shift toward
higher intensities. When the curve of gtot(I inst) is considered
in this case, the power law fit is even slightly better than in
the 5 min case. This result may aid in construction of high‐
resolution weather generators. By extracting the coefficient
c(T, g) from the fit, we obtain the decay coefficient as a
function of T and percentile (Figure 4a). Here c(T, g)

describes the rate of decrease of the intensity at a given per-
centile with an increasing averaging interval Dt. There is a
generally faster decay for higher temperatures. This is due
to the shape of the distribution functions where the extremes
increase more strongly with T than the means. Hence, by
approaching the means through the averaging procedure,
the magnitude of the decay coefficient must be larger for
higher T. When lower percentiles are considered, the coeffi-
cient decreases.
[21] In a similar way we can understand the transition

between the time scales shown in Figures 2d–2f. As the
averaging period is increased from Dt to Dt′, several pre-
cipitation intervals are drawn from the distribution corre-
sponding to Dt and a given T (colored curves) and are
averaged. Such averaging weakens (strengthens) increases at
the higher (lower) percentiles. When proceeding beyond the
typical event duration of the chosen temperature, generally
dry periods are mixed in with the average. As high tem-
peratures come with shorter event durations, a reversal of
the order of the temperature curves occurs in Figure 2f. A

Figure 3. Scaling of percentiles with Dt. Symbols corre-
spond to 99th (triangles) and 30th (circles) percentiles, and
colors from blue to red correspond to T = {3, 11, 19}°C.
(a) A log linear plot for the time period 0–60 min. (b) A
log‐log plot for time periods from 5 min to 1 day. Orange
lines are exponential fits to the data points up to 30 min.
Solid symbols at DT = 0 in Figure 3a correspond to extrapo-
lated instantaneous intensities. Dotted black lines are power
law fits to data beyond 30 min.

Figure 4. (a) Decay coefficients extracted from fits in
Figure 3a as a function of temperature T. Colors from green
to blue correspond to 70th to 97th percentiles. (b) Percentiles
and mean of event duration versus event onset temperature T.
Note the logarithmic vertical axis.
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Precipitation event duration 
versus temperature for rain 
gauges in Germany

… but such studies not directly relevant to climate change! 



What about daily snowfall extremes?

• Compare warm climate (2081-2100) to control climate (1981-2000) 
in simulations with 20 climate models under RCP8.5 scenario

• Daily snowfall in liquid water equivalent 

• Extremes measured by 20-year return values                        
(calculated by fitting GEV distribution to annual maxima)

O’Gorman, Nature, 2014



Response of snowfall to climate change 

Only shown over land where 
greater than 5cm per year in 

control climate
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Response of snowfall to climate change

 Mean snowfall decreases (due to change in 
precipitation type) except where very cold!

Annual-mean snowfall
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Annual-mean snowfall

Extremes: 
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Conclusions: precipitation extremes under 
climate change

• Intensity: widespread increases with warming, but changes in 
winds modulate the response (e.g. in summer in Northern 
hemisphere)

• Duration: evidence so far is for smaller changes in duration 
than intensity (-1%/°C versus +6%/°C)

• Phase: daily snowfall extremes respond differently as 
compared to seasonal snowfall totals



Simplest expectation for precipitation 
extremes under climate change

(“Rule of thumb”)

Increase in intensity of 6% per degree Celsius global 
warming for a given duration and return period

Notes:

• Implies different changes in frequency for different durations

• Typical duration doesn’t change very much
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Abstract The response of precipitation extremes to climate
change is considered using results from theory, modeling, and
observations, with a focus on the physical factors that control
the response. Observations and simulations with climate
models show that precipitation extremes intensify in response
to a warming climate. However, the sensitivity of precipitation
extremes to warming remains uncertain when convection is
important, and it may be higher in the tropics than the
extratropics. Several physical contributions govern the re-
sponse of precipitation extremes. The thermodynamic contri-
bution is robust and well understood, but theoretical under-
standing of the microphysical and dynamical contributions is
still being developed. Orographic precipitation extremes and
snowfall extremes respond differently from other precipitation
extremes and require particular attention. Outstanding re-
search challenges include the influence of mesoscale convec-
tive organization, the dependence on the duration considered,
and the need to better constrain the sensitivity of tropical pre-
cipitation extremes to warming.

Keywords Extremes .Globalwarming .Rainfall . Snowfall .
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Introduction

The response of precipitation extremes (heavy precipitation
events) to climate change has been the subject of extensive

study because of the potential impacts on human society and
ecosystems [30]. An early study using a four-level general
circulation model found that heavy daily precipitation events
become more frequent in response to elevated atmospheric
CO2 concentrations [27]. Numerous model studies since then
have also found an intensification of precipitation extremes
with climate warming (with important regional variations),
and this has been confirmed in the available historical record
over land, as will be discussed in detail in later sections.

Understanding of changes in precipitation extremes is bet-
ter than for changes in other extremes such as tornadoes [44],
but large uncertainties and research challenges remain. If
changes in dynamics and precipitation efficiency are negligi-
ble, precipitation extremes increase with warming because of
increases in the saturation vapor pressure of water [4, 62, 85,
86]; this will be made more precise in the “Theory” section.
However, dynamical contributions and changes in precipita-
tion efficiency may also play an important role. Mesoscale
convective organization is important for the dynamics of pre-
cipitation extremes in the tropics (and seasonally in the mid-
latitudes) but it is not resolved in global models, while at the
same time, there are relatively few observational records of
tropical precipitation extremes for estimating long-term trends
and sensitivities. At higher latitudes, the effect of climate
change on snowfall extremes and freezing rain will be differ-
ent from its effect on rainfall extremes and requires further
study. In terms of impacts, the duration of extreme precipita-
tion events and the response of orographic precipitation ex-
tremes are both important and are only now receiving substan-
tial research attention.

This paper reviews and elaborates on some of the recent
research on how climate change affects precipitation ex-
tremes, including observed changes in the historical record
(“Observed Changes in Precipitation Extremes”), physical
theory (“Theory”), climate-model projections (“Climate-
Model Projections”), orographic precipitation extremes
(“Orographic Precipitation Extremes”), snowfall extremes
(“Snowfall Extremes”), and the duration of precipitation
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